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Dynamic Adaptive Streaming over HTTP (DASH) 

[1] is an adaptive bitrate streaming technique that 

enables high-quality streaming of media content over 

the Internet delivered from conventional HTTP web 

servers. First, the content is made available at a 

variety of different bit rates.Secondly, while the 

content is being played back by an MPEG-DASH 

client, the client automatically selects the segment with 

the highest bit rate possible that can be downloaded 

in time for playback without causing stalls or 

re-buffering events in the playback. An adaptive 

algorithm entitled “FDASH: A Fuzzy-Based 
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요  약

를 통한 동적 적응형 스트리밍은 기존 웹 서버에서 전달되는 인터넷을 통해 고품질의 

미디어 콘텐츠 스트리밍을 가능하게 하는 적응형 스트리밍 기술입니다 본 연구에서는 다층 퍼셉트론

분류 기술을 사용하여 데이터세트를 분류하는 학습 알고리즘을 살펴 본다 결과적으로

를 사용하여 분류 결과를 시뮬레이션에 적용한다 이러한 과정은 우선적으로 교육 데이

터세트에 적용된 다음 그 결과가 테스트 데이터세트에 사용된다. 

Abstract

Dynamic Adaptive Streaming over HTTP (DASH) is an adaptive bitrate streaming technique that enables 

high-quality streaming of media content over the Internet delivered from conventional HTTP web servers. In this 

research, we take a look at a learning algorithm which classifies DASH dataset using multilayer perceptron (MLP) 

classification technique. Consequently, we apply the classification result into a simulation by using NS3 (Network 

Simulator 3). The process firstly applies to the training dataset, and then the result is used in the testing dataset.
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MPEG/DASH Adaptation Algorithm” [2] has been 

proposed recently can efficiently choose the highest bit 

rate possible. The overview of the article is shown in 

Figure 1. We have two inputs:  1) Buffer Differential 

is the differential of the buffering time input we need 

to describe the behavior of the rate between 

subsequent buffering times; 2) Buffer Estimate 

(second): is the current estimation of the buffer in the 

client. The output is the one of the given bitrates 

(bits per second) in the right. With the simulation 

data gotten from NS3 (Network Simulator 3) for 

FDASH, classify segments in the dataset (training, 

testing dataset)

Figure 1: Overview of FDASH

The FDASH algorithm has been implemented on 

NS3. We simulate the algorithm in one day with three 

users in the network link rate (1000Kbps). Two 

dataset gotten from two users (232684x2 records) is 

used to train and build the model, and data set obtain 

from the rest user (232684 records) is used to test the 

model. Subsequently, we utilize Waikato Environment 

for Knowledge Analysis (Weka) [3] which is a suite 

of machine learning software written in Java, to solve 

the above-defined problem. In the demonstration, we 

set learning rate equal to 0.3, momentum to 0.2, and 

epoch to 300. The input of the MLP (Multiple Layer 

Perceptron) is Buffer Estimate and Buffer Differental 

as described in the problem above. The output is the 

set of video representation {45000, 89000, 131000, 

178000, 221000, 263000, 334000, 396000, 522000, 

595000, 91000, 1033000} where we can only choose 

one representation at once time.

Figure 2: One hidden layer with three perceptron

First, we run the program with one hidden layer 

and three perceptrons as shown in Figure 2. The 

result is shown in Table 1. After training, the model 

is applied to test data which has 232684 instances. It 

correctly classified almost 91% of the total instances 

with root mean squared error is 0.1015.

Table 1: classification with one hidden layer and 

three perceptrons

Correctly Classified Instances      210890               90.6336 %

Incorrectly Classified Instances     21794                9.3664 %

Root mean squared error          0.1015

Total Number of Instances        232684   

Secondly, we run the program with one hidden 

layer and eight perceptrons. After training, the model 

is applied to test data which has 232684 instances. It 

correctly classified almost 91% of the total instances 

with root mean squared error is 0.1025.

Finally, we set different learning rates and execute 

the classification program and got the comparison of 

convergence of the MLP as shown in Figure 3. It 

shows that the learning rate (0.2) leading to faster 

convergence than the other two.
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Figure 3: Comparison of RMSE of the three MLP

In this paper, we have a glance demonstration at 

the learning algorithm (MLP) in adaptive streaming for 

the FDASH algorithm. The result shows that, it can 

classify 90% of the testing dataset upon a training. In 

the future research, we are going to apply many 

classification algorithms in various proposed adaptive 

streaming to form a general adaptive streaming 

algorithm.
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